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1
METHOD AND SYSTEM FOR
ACCELERATING CRYPTOGRAPHIC
PROCESSING

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 61/657,400, filed on Jun. 8, 2012, which is
incorporated by reference as if fully set forth herein.

TECHNICAL FIELD

The disclosed embodiments are generally directed to cryp-
tography, and in particular, to methods and systems for accel-
erating cryptographic processing.

BACKGROUND

Cryptographic algorithms are computationally intensive
and are typically implemented in software running on a cen-
tral processing unit (CPU) core. This computational intensity
has the potential to impact overall system performance, bat-
tery life, and end-user experience on modern platforms. It is
desirable to address these issues, while maintaining an end
goal of information security.

SUMMARY OF EMBODIMENTS

Some embodiments provide a method for accelerating
cryptographic processing. A cryptographic algorithm is par-
allelized, which includes breaking the cryptographic algo-
rithm into components, parallelizing an entire component if
the component is fully parallelizable, parallelizing part of a
component if the component is partially parallelizable, and
sequentially executing a component if the component is not
parallelizable. Processing of the parallelizable component or
the partially parallelizable component is distributed to one or
more parallelized devices.

Some embodiments provide a system for accelerating
cryptographic processing. The system includes one or more
parallelized devices and a central processing unit core. The
central processing unit core is configured to parallelize a
cryptographic algorithm, including break the cryptographic
algorithm into components, parallelize an entire component
if the component is fully parallelizable, parallelize part of a
component if the component is partially parallelizable, and
sequentially execute a component if the component is not
parallelizable. The central processing unit core is further con-
figured to distribute processing of the parallelizable compo-
nent or the partially parallelizable component to the one or
more parallelized devices.

Some embodiments provide a non-transitory computer-
readable storage medium storing a set of instructions for
execution by a general purpose computer to accelerate cryp-
tographic processing. The set of instructions includes a first
parallelizing code segment for parallelizing a cryptographic
algorithm. The first parallelizing code segment includes a
breaking code segment for breaking the cryptographic algo-
rithm into components, a second parallelizing code segment
for parallelizing an entire component if the component is
fully parallelizable, a third parallelizing code segment for
parallelizing part of acomponent if the component is partially
parallelizable, and a sequentially executing code segment for
sequentially executing a component if the component is not
parallelizable. The set of instructions also includes a distrib-
uting code segment for distributing processing of the paral-
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2

lelizable component or the partially parallelizable component
to one or more parallelized devices.

BRIEF DESCRIPTION OF THE DRAWINGS

A more detailed understanding may be had from the fol-
lowing description, given by way of example in conjunction
with the accompanying drawings, wherein:

FIG. 1 is a block diagram of an example device in which
one or more disclosed embodiments may be implemented;

FIG. 2 is a block diagram of a portion of a system in which
one or more disclosed embodiments may be implemented;
and

FIG. 3 is a flowchart of a method for parallelizing a cryp-
tographic algorithm.

DETAILED DESCRIPTION

A method, an apparatus, and a non-transitory computer
readable medium for accelerating cryptographic processing
are presented. A cryptographic algorithm is parallelized,
which includes breaking the cryptographic algorithm into
components, parallelizing an entire component if the compo-
nent is fully parallelizable, parallelizing part of' a component
if the component is partially parallelizable, and sequentially
executing a component if the component is not parallelizable.
Processing of the parallelizable component or the partially
parallelizable component is distributed to one or more paral-
lelized devices. The parallelized devices include at least one
of: a graphics processing unit or a cryptographic processing
device, which may include an integrated cryptographic pro-
cessor or a cryptographic co-processor.

FIG. 1 is a block diagram of an example device 100 in
which one or more disclosed embodiments may be imple-
mented. The device 100 may include, for example, a com-
puter, a gaming device, a handheld device, a set-top box, a
television, a mobile phone, or a tablet computer. The device
100 includes a processor 102, a memory 104, a storage 106,
one or more input devices 108, and one or more output
devices 110. The device 100 may also optionally include an
input driver 112 and an output driver 114. Itis understood that
the device 100 may include additional components not shown
in FIG. 1.

The processor 102 may include a central processing unit
(CPU) core, a graphics processing unit (GPU) core, a CPU
core and a GPU core located on the same die, or one or more
processor cores, wherein each processor core may be a CPU
core or a GPU core. The memory 104 may be located on the
same die as the processor 102, or may be located separately
from the processor 102. The memory 104 may include a
volatile or non-volatile memory, for example, random access
memory (RAM), dynamic RAM, or a cache.

The storage 106 may include a fixed or removable storage,
for example, a hard disk drive, a solid state drive, an optical
disk, or a flash drive. The input devices 108 may include a
keyboard, a keypad, a touch screen, a touch pad, a detector, a
microphone, an accelerometer, a gyroscope, a biometric
scanner, or a network connection (e.g., a wireless local area
network card for transmission and/or reception of wireless
IEEE 802 signals). The output devices 110 may include a
display, a speaker, a printer, a haptic feedback device, one or
more lights, an antenna, or a network connection (e.g., a
wireless local area network card for transmission and/or
reception of wireless IEEE 802 signals).

The input driver 112 communicates with the processor 102
and the input devices 108, and permits the processor 102 to
receive input from the input devices 108. The output driver
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114 communicates with the processor 102 and the output
devices 110, and permits the processor 102 to send output to
the output devices 110. It is noted that the input driver 112 and
the output driver 114 are optional components, and that the
device 100 will operate in the same manner if the input driver
112 and the output driver 114 are not present.

Cryptographic processing performance may be improved
by hardware changes, software changes, or a combination of
both. Hardware changes may include using faster CPUs;
more CPU cores; or a highly parallelized architecture proces-
sor such as a dedicated function module, including, for
example, an integrated cryptographic accelerator (ICA) or a
cryptographic co-processor (CCP). Software changes may
include parallel cryptographic processing or distributing por-
tions of the cryptographic processing workload to parallel-
ized devices (which include a highly parallelized processor
architecture).

By using a dedicated device for cryptographic processing
(either an ICA or a CCP), the processing load may be shifted
off of the CPU and onto the dedicated device. Shifting some
of the processing load off of the CPU results in lower power
consumption by the CPU, makes the CPU available for other
tasks (freeing up resources), and may permit the crypto-
graphic processing to be completed faster.

FIG. 2 is a block diagram of a portion of a system 200 in
which one or more disclosed embodiments may be imple-
mented. The system 200 includes a cryptographic software
component 202, a CPU 204, a GPU 206, and a cryptographic
processing device 208, which may include an ICA or a CCP.
The CPU 204, the GPU 206, and the cryptographic process-
ing device 208 may all be located on the same die, on different
dies, or a combination thereof.

It is noted that the system 200 may be implemented with
either the GPU 206 or the cryptographic processing device
208 or both. The cryptographic processing device 208, while
possibly including some design similarities to the GPU 206,
differs from the GPU 206 in that the cryptographic processing
device 208 includes specific cryptographic-related function-
ality, as described in detail below.

FIG. 3 is a flowchart of a method 300 for parallelizing a
cryptographic algorithm. The method 300 is performed in
connection with a CPU, a GPU, and/or a cryptographic pro-
cessing device (ICA or CCP). A cryptographic algorithm is
broken into separate components (step 302). The components
of'a cryptographic algorithm may include individual modules
or functions that comprise the cryptographic algorithm. A
first component of the cryptographic algorithm is selected
(step 304) and a determination is made whether the selected
component is parallelizable (step 306). If the selected com-
ponent is not parallelizable then the selected component is
left as sequential (step 308). Next a determination is made
whether all of the components of the cryptographic algorithm
have been checked (step 310). If all of the components have
not been checked, then the next component in the crypto-
graphic algorithm is selected (step 312) and the method 300
continues at step 306 as described above. If all of the compo-
nents have been checked (step 310), then the method termi-
nates (step 314).

If'the selected component of the cryptographic algorithm is
parallelizable (step 306), then a determination is made
whether the selected component is fully parallelizable (step
316). If the selected component is fully parallelizable, then
the entire component is parallelized (step 318). Next a deter-
mination is made whether all of the components of the cryp-
tographic algorithm have been checked (step 310). Ifall of the
components have not been checked, then the next component
in the cryptographic algorithm is selected (step 312) and the

40

45

55

4

method 300 continues at step 306 as described above. If all of
the components have been checked (step 310), then the
method terminates (step 314).

If the selected component is not fully parallelizable (step
316), then the part of the selected component that is parallel-
izable is parallelized (step 320). Next a determination is made
whether all of the components of the cryptographic algorithm
have been checked (step 310). If all of the components have
not been checked, then the next component in the crypto-
graphic algorithm is selected (step 312) and the method 300
continues at step 306 as described above. If all of the compo-
nents have been checked (step 310), then the method termi-
nates (step 314).

A programmer may indicate whether a component or a part
of' a component is parallelizable, may indicate a preference
for whether the component or part of the component is par-
allelizable depending on the available hardware, or may leave
the determination to the method 300, which would include
determining the available hardware at runtime. In addition, it
may be possible for the programmer to indicate where (for
example, on the GPU or on the ICA or CCP) to perform the
parallelizable component or parallelizable part of the compo-
nent.

One implementation of the method 300 may be based on
the Advanced Encryption Standard (AES). It is noted that the
description herein of AES is only an example used to further
describe the system 200 and the method 300, and that the
system 200 and the method 300 are applicable to any crypto-
graphic algorithm. Furthermore, it is noted that the crypto-
graphic processing device 208 may include one or more cryp-
tographic engines, with each cryptographic engine being
specific to a particular cryptographic algorithm, such that a
different cryptographic engine (or multiple cryptographic
engines) would be needed in the cryptographic processing
device 208 depending on the cryptographic algorithm(s)
being performed therein. Alternatively, the cryptographic
processing device 208 may include a single cryptographic
engine, such that a different cryptographic processing device
208 would be needed in the system 200 depending on the
cryptographic algorithm being performed therein.

The AES algorithm uses a symmetric key block cipher
algorithm to provide an information service, such as confi-
dentiality or authentication. AES has a fixed block size of 128
bits and a key size of 128, 192, or 256 bits. Some CPUs may
include AES-specific instructions in their instruction sets.
Portions of the AES algorithm that are fully parallelizable
include the electronic codebook(ECB) and counter (CTR)
portions. Portions of the AES algorithm that are partially
parallelizable include cipher-block chaining(CBC) and
cipher feedback (CFB), which may support parallel decryp-
tion, and counter mode with CBC-MAC(CCM) and Galois/
counter (GCM), with the authentication part not being paral-
lelizable. The output feedback (OFB) portion of the AES
algorithm would remain sequential.

In general, cryptographic primitives may be classified into
parallelizable functions, partially parallelizable functions,
and sequential functions. Examples of parallelizable func-
tions include, but are not limited to, symmetric cryptography
with parallelizable modes, parallelizable message authenti-
cation code (PMAC), and a primality test for asymmetric
cryptography. Examples of partially parallelizable functions
include, but are not limited to, symmetric cryptography with
partial parallelizable modes, and special instructions, such as
streaming single instruction, multiple data extensions (SSE)
for hash functions. Examples of sequential functions include,
but are not limited to, most hash functions and asymmetric
cryptography. In regard to the sequential functions, using a
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cryptographic processing device, such as an ICA ora CCP, for
performing these functions may help to reduce the load on the
associated CPU.

Examples of functions that may be performed by the cryp-
tographic processing device include, but are not limited to,
the following. It is noted that a cryptographic processing
device (either an ICA or a CCP) is configured to implement a
single cryptographic algorithm. If multiple cryptographic
algorithms were implemented in a single system, then mul-
tiple cryptographic processing devices would be required.

In an AES engine, the cryptographic processing device
may be configured to include multiple engines and perform
pipeline processing, which in some implementations, may
result in a 8-10x performance improvement.

In a secure hash algorithm (SHA) engine, the crypto-
graphic processing device may be configured to perform
SHA1, SHA-256, HMACSHA1, HMACSHA-256, SHA 384
and 512 (for SHA and hash-based message authentication
code HMAC), and SHA-3.

In a RSA engine, the cryptographic processing device may
be configured to perform up to 4096-bit modular exponentia-
tion, key generation, and primality checking.

In an elliptic curve cryptography (ECC) engine, the cryp-
tographic processing device may be configured to perform an
elliptic curve digital signature algorithm (ECDSA) up to 256-
bit signature generation and verification, elliptic curve Ditfie-
Hellman (ECDH) up to a 256-bit key deployment, key gen-
eration, 384-bit and above support for ECC, and primality
checking.

In connection with key management support, the crypto-
graphic processing device may be configured to provide chip-
unique secret or private keys that are local to the crypto-
graphic processing device, and to provide other generated
secret or private keys.

In connection with side channel attack (SCA) countermea-
sures, the cryptographic processing device may be configured
to perform AES, RSA, and ECC algorithms; generate noise
and random delays; strive for a constant execution time; and
perform data independent execution.

In addition to the preceding, the cryptographic processing
device may also be configured to perform as a hardware
random number generator, to support multiple data streams,
to support early termination of the cryptographic algorithm,
and to access direct memory access (DMA)-based input/
output data with full coherency support.

The cryptographic processing device may be used to pro-
vide a trusted execution environment, a hardware rooted
secure boot, a trusted platform module (TPM), and general
cryptographic acceleration. The cryptographic processing
device may be implemented to enable solutions such as
mobile payment, anti-theft, identity management, data pro-
tection, anti-malware, and content protection.

It should be understood that many variations are possible
based on the disclosure herein. Although features and ele-
ments are described above in particular combinations, each
feature or element may be used alone without the other fea-
tures and elements or in various combinations with or without
other features and elements.

The methods provided may be implemented in a general
purpose computer, a processor, or a processor core. Suitable
processors include, by way of example, a general purpose
processor, a special purpose processor, a conventional pro-
cessor, a digital signal processor (DSP), a plurality of micro-
processors, one or more microprocessors in association with
a DSP core, a controller, a microcontroller, Application Spe-
cific Integrated Circuits (ASICs), Field Programmable Gate
Arrays (FPGAGs) circuits, any other type of integrated circuit
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(IC), and/or a state machine. Such processors may be manu-
factured by configuring a manufacturing process using the
results of processed hardware description language (HDL)
instructions and other intermediary data including netlists
(such instructions capable of being stored on a computer
readable media). The results of such processing may be
maskworks that are then used in a semiconductor manufac-
turing process to manufacture a processor which implements
aspects of the embodiments.

The methods or flow charts provided herein may be imple-
mented in a computer program, software, or firmware incor-
porated in a non-transitory computer-readable storage
medium for execution by a general purpose computer or a
processor. Examples of non-transitory computer-readable
storage mediums include a read only memory (ROM), a ran-
dom access memory (RAM), a register, cache memory, semi-
conductor memory devices, magnetic media such as internal
hard disks and removable disks, magneto-optical media, and
optical media such as CD-ROM disks, and digital versatile
disks (DVDs).

What is claimed is:

1. A method for accelerating cryptographic processing of a
cryptographic algorithm, comprising:

breaking the cryptographic algorithm into a plurality of

cryptographic primitives;

determining for each of the cryptographic primitives if

each cryptographic primitive is capable of being
executed in parallel;

executing the cryptographic primitive in parallel if the

cryptographic primitive is fully capable of being
executed in parallel;

executing a part of the cryptographic primitive in parallel

that if the cryptographic primitive is partially capable of
being executed in parallel;

sequentially executing the cryptographic primitive if the

cryptographic primitive is not capable of being executed
in parallel; and

distributing processing of the cryptographic primitive fully

capable of being executed in parallel or the partially-
capable of being executed in parallel cryptographic
primitive to one or more devices capable of parallel
execution of the cryptographic primitive.

2. The method according to claim 1, wherein the devices
capable of parallel execution of the cryptographic primitive
include at least one of: a graphics processing unit or a cryp-
tographic processing device.

3. The method according to claim 2, wherein the crypto-
graphic processing device includes an integrated crypto-
graphic processor or a cryptographic co-processor.

4. The method according to claim 2, wherein the crypto-
graphic processing device includes one or more crypto-
graphic engines, each cryptographic engine being specific to
a particular cryptographic algorithm.

5. The method according to claim 1, wherein the crypto-
graphic primitive executed sequentially is executed on a cen-
tral processing unit core.

6. The method according to claim 1, wherein the determin-
ing if a component is capable of being executed in parallel
includes determining available hardware.

7. The method according to claim 6, wherein the determin-
ing available hardware includes determining the available
hardware at runtime.

8. The method according to claim 1, wherein cryptographic

primitives that are capable of being executed in parallel
include parallelizable message authentication codes
(PMAC); and
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wherein cryptographic primitives that are partially capable
of’being executed in parallel include multiple data exten-
sions (SSE) for hash functions.

9. A system for accelerating cryptographic processing,
comprising:

one or more devices capable of parallel execution of cryp-

tographic primitives of a cryptographic algorithm; and

a central processing unit core, configured to:

break the cryptographic algorithm into a plurality of
cryptographic primitives;

determine for each of the cryptographic primitives if
each cryptographic primitive is capable of being
executed in parallel;

execute the cryptographic primitive in parallel if the
cryptographic primitive is fully capable of being
executed in parallel;

execute part of the cryptographic primitive in parallel if
the cryptographic primitive is partially capable of
being executed in parallel;

sequentially execute the cryptographic primitive if the
cryptographic primitive is not capable of being
executed in parallel; and

distribute processing of the cryptographic primitive
fully capable of being executed in parallel or the par-
tially-capable of being executed in parallel crypto-
graphic primitive to one or more devices capable of
parallel execution of the cryptographic primitive.

10. The system according to claim 9, wherein the devices
capable of parallel execution of the cryptographic primitives
include at least one of: a graphics processing unit or a cryp-
tographic processing device.

11. The system according to claim 10, wherein the crypto-
graphic processing device includes an integrated crypto-
graphic processor or a cryptographic co-processor.

12. The system according to claim 10, wherein the crypto-
graphic processing device includes one or more crypto-
graphic engines, each cryptographic engine being specific to
a particular cryptographic algorithm.

13. The system according to claim 9, wherein the central
processing unit core is further configured to execute the cryp-
tographic primitives that are executed sequentially.

14. The system according to claim 9, wherein the central
processing unit and the one or more devices capable of par-
allel execution are located on a single die.

15. The system according to claim 9, wherein the central
processing unit core is further configured to:

determine if the plurality of cryptographic primitives is

capable of being executed in parallel depending on
available hardware.

16. The system according to claim 15, wherein the central
processing unit core is further configured to:

determine the available hardware at runtime.
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17. The system according to claim 9, wherein crypto-
graphic primitives that are capable of being executed in par-
allel include parallelizable message authentication codes
(PMAC); and

wherein cryptographic primitives that are partially capable
of being executed in parallel include multiple data exten-
sions (SSE) for hash functions.

18. A non-transitory computer-readable storage medium
storing a set of instructions for execution by a general purpose
computer to accelerate cryptographic processing of a crypto-
graphic algorithm, the set of instructions comprising:

a breaking code segment for breaking the cryptographic

algorithm into a plurality of cryptographic primitives;

a determining code segment for determining for each ofthe
cryptographic primitives if each cryptographic primitive
is capable of being executed in parallel;

a first executing code segment for executing the crypto-
graphic primitive in parallel if the cryptographic primi-
tive is fully capable of being executed in parallel;

a second executing code segment for executing a part of the
cryptographic primitive in parallel if the cryptographic
primitive is partially capable of being executed in paral-
lel;

a sequentially executing code segment for sequentially
executing the cryptographic primitive if the crypto-
graphic primitive is not capable of being executed in
parallel; and

a distributing code segment for distributing processing of
the cryptographic primitive fully capable of being
executed in parallel or the partially capable of being
executed in parallel component to one or more devices
capable of parallel execution of the cryptographic primi-
tive.

19. The non-transitory computer-readable storage medium
according to claim 18, wherein the instructions are hardware
description language (HDL) instructions used for manufac-
turing of a physical device.

20. The non-transitory computer-readable storage medium
according to claim 18, wherein the determining code segment
includes

determining available hardware.

21. The non-transitory computer-readable storage medium
according to claim 20, wherein the determining code segment
includes:

determining the available hardware at runtime.

22. The non-transitory computer-readable storage medium
according to claim 18, wherein cryptographic primitives that
are capable of being executed in parallel include paralleliz-
able message authentication codes (PMAC); and

wherein cryptographic primitives that are partially capable
of being executed in parallel include multiple data exten-
sions (SSE) for hash functions.
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